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ABSTRACT

We present a new system for supervisory automated control of multiple rernote camieras. Qur primary plirpose in developing this
system has been to provide capabifity for knowledge-based, “hands-oftf” viewing during exccution of eleoperation/telerobotic
tasks, The reported technology has broader applicabifity 10 remote surveillunce, teleseience observation , automated manufacturing
workeells, ete. Wereferto this new Capability as “Intelligent Viewing Control I VC),” distinguishing it from a simple programmed
camera motion control. in the IVC system, camera viewing assignment, sequencing, positioning, panning, and parameter adjust-
ment (zoom, facus, aperture, €tc. ) are invoked and interactively executed inreal-timne by aknowledge-based controtler, drawing on
a priori known task models and constraints, including operator preferences. This multi-camera control is integrated with a real-
time, high-fidelity 3-1) graphics simulation, whichis correctly calibrated in perspective tothe actual cameras anti their platform
kinematics (ranslatio y/pan-ilt). Such merged graphics-with-video design allow’s the systemuser to preview and modify the
planned (“chorcographed”) viewing sequences. Farther, during actual task execution, tile system operator has available both the
resulting optimized video sequence, as wellas supplementary graphics vicws fromarbitrary perspectives. 1IVC, including operator-
interactive designation of robot task actions, is presented to the user as a well-integrated video-graphic single screenuser interface
alowing casy access to allrelevant telerobot COmMmMun ication/cormmand/ct,yiro] resources. We describe and show pictorial results of
a preliminary 1VC systemimplementation for telerobotic servicing of asatellite.

keywords: robotic sensing, automated manufacturing workeells, viewing systems, remote viewing, teleoperation, video surveil-
lance, Al planning,3-1> graphics simulation, operator displays, graphicsuser interfaces

1 INTRODUCTION AND BACKGROUND

'The design of effective viewing systems for remote robotic tasks, that is, “telerobotic| 1, 2]” operations, is critically important. Sev-
era decades of practical experience with teleoperation (manual remote control of robots) in nuclear, undersea and more recently
space applications{3, 4] show that as much as 6[) percent of operator task execution time may be devotedto viewing versus manip-
ulation|5] -- indeed, justthe basic physical design and perceptua optimization of related 1~~orl(~clll:Ir/stereo/l~~tJltical~~cr:t systems
has been a research discipline in itself [5, 6,and refs. thg-tin]. More generally, and at higher levels of abstraction, the cognitive
workload of managing and intcgrating remote viewing resources -- the positioning, sequencing, panning, zooming, and focussing of
several cameras -- 1S sufficiently high thata second system operator is often #881€ ned solely to this function. Fven when given this
assistance, the robot operator maintains a complex dialogue of camera coordination (secondary task load) that distracts from the pri-
mary manipulation objective. ' J bus, developments which coherently organize and automiate viewing procedures are significant
toward improved tasking efficiency. Similarly, developments which improve 3-1> task comprehension under adverse viewing condi _
tions (limited or obstructed views, limited acuity, €tc. ) arc significant toward improved tasking flexibility. In this paper, wc describe.
the preliminary development and demonstration of a new viewing system which makes contributions 1o both these design objec-
tives, We describe.an knowledge-based control and convmunications s chitecture that provides atelerobot operator with an auto-
mated viewing sequence appropriately “choreographed” (perceptually structured andtemporally synchronized) with his real-time
robot motion commands. This high-level viewing control architecture. is integrated with a high-fidelity rmi-time 3-D task modeling
& graphics display environment, which itsdlf is visually calibrated in geometric perspective with, and overlaid on direct multi-cam-
era viewing [7]. The graphics facility can be used in both oft-line task planning-preview, and also on-line task visualization-pred _
tion. The operator thus has the added benefit, beyand the usual one of graphics-based robotiask simulation, of being able to
synthesize task percepts for arbitrary viewing constraints, e.g, “Se€” into an unobservible region when camera viewing information
aoneisinsufficient, or develop ancw “point-of-view” -- all geometrically registered with the real environment.



2. SYSTEMDESIGN

We are currently developing Intelligent Viewing Control (1IVC) for telerobotic applications. In particular, we are exploring various
ways in which telerobotic systems can be generalized not only for mare etficient operations, but also tor more flexible, robust con-
trol in the presence of uncertainties due to communications time delay, partial-and-obstructed viewing, and positioning and foree
variabilitics of manipulator control. The general theme in our related fab work is the design, demonstration, and evaluation of intel-
ligent automation interfaces fostering cooperative, higher-level man-machine control. One design and implementation aspect of this
work is IVC; another aspect is a complimentary development of “Tnteligent Motion Control 81,7 as later briefly noted. In general,
we are developing and integrating these new capabilities in the framework of a functionally distributed space telerobotics (1DST)
operations, where “distributed” connotes a system in which:

«the operator and robot are physically separated, the vobot often in a havardous, geometiically constrained environment
control functions are shared between operator manual skills and robot site automatic sensing & controls
«multiple robot cameras-sensors exist, only some of which (it any) may be useful at a given point in a task sequence

«time delays, often unpredictable, separate the operator and robot perceptions & actions.
2.1 A DST functional architecture

In Section 3, we will describe the physical architecture of our lab, and the current EAWa g fiware IMblementation of IVC within
same. Here, we first outline the underlying functional design of IVC.

As shown in Figure 1, the overall DST operationalarchitecture consists of several devices each connectedto acentral control hub.
Knowledge is distributed amongthe vatious devices comprising the systein. The central controlhub provides access to these system
devices and top-level access to all distributed knowledge objects. The user interface provides for low-level commanding of al sys-
temdevices, action-level commanding of individual mechanisms, and semantic-level commanding of coordinated actions involving
multiple mechanisms or multiple task steps. The user is aso provided with controls whicl affect the extent to which actions of
mechanisins (including graphics) are linked, and affect the amount of opt'rater participation required during the course of perform-
ing a task. Independent computational processes within the central contr ol hub support operator command interaction, send com-
mands to the system devices, and handle synchronous feedback from sy stem (tcV'ices. The following isabrief outline of what
capabilitics are implemented in the architecture:

« System Devices: The four main system devices in the current IVC implementation #¥¢: 1) arobot controller, 2) a camera con-
troller, 3)a video switcher, and4)a graphics engine with geometric database. All interfaces with these system devices are in
ASClext, making it possible for the user to intervene at the lowest device levelatany time if necessary. histories of device
interactions are maintained.

devices. Geometric knowledge is contained within the graphics database.  Knowledge of mechanism kinematics resides both

in the graphics system and in the appropriate controller. Coordination and conver sion knowledge resides within the central con-
trol hub.

Control Actions: Actions causc motion in the task space (or simulations in the graphics space). Simple actions involve single
objects within the distributed knowledge base. Multi-object and multi-manipulator semantically primitive actions are built
upon simple actions. These semantic actions, together with tasks, involving sequences of actions , are contai ned wholly within
the central task control hub. Controls, set by the. operator, affect the behavior of semantic actions and tasks. These controls turn
on-and-off the linking between mechanisms associated wit bin seniantic actions and specity availability of, or constraints on the
utilization of, mechanisms for automated intelligent operator assistance.

-+ Operator Interface: The operator interface, asiflustrated in Figure 2, provides the user with menu and interacti ve command line
access to each of the devices, actions, semantic actions, and treks that are defined in the system. Graphics images show avail-
able camera views atthe " note site. 1 ive video of the currently selected camera vie. w is captured and selectively displayed.




2.2 1IVC knowledge components

Intelligent Viewing Control is based upon a semantic linking between manipulations being performed and constraints on viewing
the action. For example, in arelated development by Wakita et al. of MITL-Electrotechnical Taboratory on “automatic camera
work” for pick-and-place operations 9], cameras pan and Gl to continuously view i fixed point between the fingers of the gripper.
Cameras zoom-in during moves 1o close proximity of contact (move_ to_ grip) and moves making contact (grip and put_it_on );
cameras zoom-out during moves leaving close proximity (depart) or duriny long fice-space motions (move_ to_approach for
place). Semantic linkage is embodicd within object methods implementing pick-and-place. By contrast, in Intelligent Viewing
Control, the semantic linkage between manipulation actions and corresponding camera actions are implemented within two sepa-
rate parts of the DST architecture. Vhis architectural (and syntactic) decoupling of actions enables the peneralization of camera con-
trol from “scripted object-manipulator viewing behaviors,” 1o far more general cases where cameri actions at a given pointin the
task sequence can be made context-dependent | 10, and refs. therein] on prior, current, and posterior task knowledge, including the
task interaction constraints (static and dynamic geometric contact, viewing obscuration, ete.).

Task dependent “fixtures | 11],7 viz. sets of one or more reference frames associated with an object o be acted upon, are imple-
mented within the geometric database portion of the object. These fixtures provide the knowledge necded by the intelligent behav-
fors within the remote robot controller. They provide infonmation about the Jocation and spatial scope of the behavior, thereby
specifying constraints on the focus of attention appropriate for viewing the behavior.

Semantic actions, which link objects wilh actions of mechanisms and link actions of mudtiple inechanisins, contain procedural infor-
mation for intelligent viewing. 1 lach semantic action is a multi-step procedure involving graphical, camera, and robotic devices:

+  choose focus of attention

« simulate action in graphics

»  command camera motion

. command robot motion

update graphics per robot motion fecdback

Camera motion may either be completed before, m be concurrent with robot motion. The focus of attention may be the robot manip-
ulator, atool, or an object being worked on. Steps within the sequence may be enabled o1 inhibited via controls set by the vser.

3. SYSTEMIMPLEMENTATION

The IVL. Telerobotic Operations and IntelligentControls (TROPICS )1 aboratory, Figure 3, is designed and configured to perform
research & development in teleoperation and telerobotics relevant to SPiice applications, among others. TROPICS Lab provides an
end-to-cnd system for telemanipulation, including a variety of operator interfaces at [he local site, a dualarm manipulation system
with 5 differ-cn[ cameras at the remote site, and the required communication and control connectivity to exercise the system in Var! -
ous operational modes, from conventional teleoperation to time delay semi-autonomous telerobotics. We show the TROPICS Lab
block implementation architecture in KFigure 4. The following paragraphs describe the TROPICS facilities and the.ir organization in
more detail, and outline the IVC software implementation in this [ab environment; scc also [ 12, 13], regarding controls.

3.1'1'1201°1(3 | .ablocaland remote sites

Local Site (Operator): At local site, the operator is offered 3 color video monitors and 2 workstations (by Silicon Graphics and Son
Microsystems) for viewing, The graphics workstation is equipped with Video] .abin or’tier’ o display live video on its monitor. The
Sun Sparc10 contains an X Video™ board by Paraliax and provides the ability to display live video on the Sun menitor and more
importantly to perform hardware-based PTG COMPressi, of images. Video signalsarc routed to the monitors and  workstations
through acompuier-¢ gnrolled 8x8 video switch. In addition to the conventional computer interfaces (G Uls, mouse, Vpice, etc.), the
operator hasat his disposal a SpaceBall and dual 6 degrec-of-freedom (dof) Force Reflecting Hand Controliers. The V' REcrs arc
controlled at the high level by a single VMI: system (running the VxWorks Real-time OS) which is memory-mappedto the servo
level Universal Motor Controllers (UMC).



Remote Site (Robot): The remote site consists ol two comprehensive manipulation and viewing systems. Dual redundant 8-dof AAT
robots are cach equipped with a foree sensing. paralicl jaw instrumented “Smarthand™ (JPL design with integrated force-torque 1/T
sensor, on-board signal pre-processing, ete.). A VMIE system (running VixWorks) controls these robots in task space and is memory
mapped o the joint-level seevo controllers (UMC™S). The remote VMY systen also conteols the viewing system, which consists of
three gantries (4-dof cach) used to position cameras and four cameras (including a stereo pair) with computer controllable focus,
iris, and zoom. A fifth camicra is optionally mounted on one Smarthand for “eye-in-hand” viewing.,

Intersite Communications: Lithernet-based communication is used between the local and temote site for telerobotic experiments,
and this interface has been used to connect these facilities to other systems outside of JP1. for simulated time-delay space opera-
tions, including NASA's Goddard Space Hight Center [ 14), the Electrotechnical Laboratory of MYTT in Tsukuba, Japan [8], and the
GRASP Lab of the University of Pennsylvania [15]. This Ethernet conununication can be supplemented with other 1P1 -NASA
resources for video/data transfers, e.g.in some the preceding operations we have utilized the NASA-Scleet Channel satellite com-
munication link, and ISDN/ATM options also exist,

3.2 IVC software implementation

The DST central control hub (cf. Figure 1) is implemented in Allegro CommonlLispwiththe Commont isp Interface Manager,
Version ‘2 (C1L.IM-2). The conuncrcial Deneb Robotics, inc. TEIEGRIPTY package is used for the graphics simulation and geomet-
ri¢ database support. The video switch interface, camera controller, and rohot controlled arcallimplementedin custom € software.
We note in passing that the robot controller architecture has recently been augmented for behavior-based, teleprogrammed opera-
tions ((his work has been done in collaboration with colleag ues at The University of Pennsylvanial15}]). Using thiselement of Inzel-
ligent Motion Control 18], we have shown the robot can respondinstantancously with automatic, qualitative changes of force-and-
position contro] strategy, as based on currentoperatorinput, a priori task model infor mation, and real-time sensor  feedback,

Thecentral huh is connected to the four system devices via sockets, with ASCII text interfiwces to cach. The TELEGRIP™ interface
utilizes the J>rc-defined CI.Icommand language and protocol: each command to TELEGRIP'Misfollowed by asingle response, The
video switcher interface also has an alternating command/response protocol. The camera controller interface is currently driven
open loop, with commands to the controller, but no responses. The robot controller interfuce isasynchronous: Commands are sent in
groups, with execution of motion commands starting upon the receipt of anumbered "1 indGr oup”command. During robot motion,
astreamof position and force feedback dataare returned. AN independent process within the central hub  continuously monitors
robot controller feedback, maintains the latest robot force. and position states and monitors for command group completion status.
This process also updates the graphics display, if THLEGRIP™ is connected andgraphicsupdateupon feedback controlis enabled.

Existing TELEGRWP™modelsformost of the TROPICS | .aboratory remote site objects and mechanisig were used, but new mod-
els for the. 2-1>0F translational camera positioning mechanisms were created. The pan/tilt heads were not modelled: the camera is
modelled asa point at the intersection of the panand tilt actuator axes. Manipulation fixtures are modelled as tags attached to paths,
which in turnare attached to parts and devices in the TELEGRIP™ terminology.

The supporting central hub software consists of: 1) the CI.IM menu interface, 2) connections to system devices, 3) extensions to the
robot task object models, 4) semantic action functions, rrnd S) system control parameters. The CLIM interface. provides mouse and
keyboard command access to CLIM command functiops. These functions canbe called by any Commonlisp functions, including
other C1.IM comunands. This permits the layering of multiple levels of access and intelligence within the. same interface. Device
models consist of the active socket object plus de.t’icc-specific control parameters, One such parameter enables or inhibits the. auto-
matic updating of graphics from robot controller feedback data. Device models alse maintain command and response histories.

“Stmple actions’ are functions which gencrate appropriate text string commands to be sent across the socket interface to the device.
“Semantic actions” are functions which assemble the appropriate data and call the appr opt iate set of simple actions, Semantic action
functions follow the. CLIM command function structure, making them available to the operator through the menu and command
interface. Scmantic actions communicate all information needed by the device to perform its por tion of the task. For example, cam-
era and robot move commands within the TELEGRIP™ Cl.11language reference a previously selected “current” camera and “cur-
rent” robot which arc internal ‘1’1 :1.LG RIP™ state information. Relevant internal states are actively set by each semantic command
to ensure. its executionalintegrity. This conservative, semantically complete approach to communications is necessary to implemen-
tation of asystem which allows operator inter-~cntion at multiple levels of abstraction.



The cameras are the only objects which have a significant portion of theiy datvmaintained within the DST central hub, The modecls
contain the current camera tanslational positions and the pan and titangles. The camera objects also compute the pan and tilt
angles required for viewing an object of interest. Other information such as transtational runge of motion and the name of the cam-
erain each of the TELEGRIP'™ and camera controller interfaces is also maintained.

All communication of position information throughout the system is in millimeters x, y, and z relative to a global world franie.
Communication of orientation information is in degrees of roll, piteh, and yiw with respect to TELEGRIP™ and in radians with
respect 1o the robot controller, Camera control commands are given in millimeters of translation in device prismatic joint space, and
in radians of pan and tilt.

3.3 Calibration of 3-1) graphics views 10 actual cameraviewing

We have recently developed graphics interfaces {7, and refs. therein] which are rigorously calibrated in viewing perspective and
scale 1o the remote task. The essence of these developments is a 3-1) real-timne graphics interface in which high-fidelity real-time
renderings in cither wire-frame or solid modeled (shaded polygonal) surfaces can be shown in a transparent graphics-on-video over-
Jay mode, and in which salient geometric features of both the robot and workspace objects are modelled. The graphics can be ren-
dered at flicker-free NTSC monocular display rates, in full geometric calibration to both the actual multi-camera views and object
positions-and-poses. Thus, once such a virtual environment calibration is established, itis possible, within limits of modeling fidel-
ity, (o synthesize realistic task view presentations from an arbitrary viewpoint, upon which an operator can confidently base his
predictive manual control (or that of an awtomated control procedure) -- this is a very important facility to have when performing
robotic operations in obstructive, limited access areas -- e.g., for inspection, servicing, and salvaging operations in-and-about com-
plex platform structures.

Such 3-1 calibration, which is canonical to machine vision and photogramimetry, computes camera viewing parameters given a
known cortespondence between 3-1) object points and their modelied-and actual image planc projections. In robotics, this computa-
tion is mogt typically performed as a matrix estimate of the extringic view ing parameters, $iven a known camera. in particular, for
our application, the graphics viewpoint and projective transformation mustbemadetomatchthat of the. camera. In ourapproach,
which is performed interactively and usesthe robot itself asa calibration fixture, the operator:

«  selects anoverconstraining set of 3-1) points on the robot geometric inodel
* identifies the col-responding point locations in the camera(s) image

sceks the “best-fit” estimate of a viewing transformation which wouldproduce
the same projective point mapping for the graphics (including viewport parameters
of scale, aspect, cropping, ctc.).

In actual practice, we select object interest points using the “pick” function call of a Silicon Graphics standard G]. graphics library,
which automatically returns the 3-1D geometric model coordinates of operator-desigt, .12.1) screen coordi nates, Wc have used
several different optimization algorithms to estimate the 4x3 calibration matrix for anidealized “pinhole” camera linear perspective
model. These static task estimation approaches include fincar and non-linear least squares (NI ,S), with N1.S alowing orthonormal-
ization of the rotation M3 yix, while retaining a least squares fit; for N1.S implementation, the rotation is alternatively represented by
a pan-tilt-swing decomposition,

Once a correct cillibl-alien is established, the graphics and cameraimages then provide. a fully registerct31) viewing perspective of
robot. We subsequently apply a similar procedure to estimate the Cartesian location and pose for modeled objects of interest in the
remote workspace. 1 n addition to “localizing" real objects with respect to the geometrically calibrated robot workspace, the operator
canalso 518y virtual location indicators (so-called “tag-points’). These overlaid graphic markers, scen by the operator as posi-
toned-and-0 5104 arrows or local coordinate frames, arc uscful references for intetmediate staging and verification of robot trajec-
tories and can in fact be used to set up target endpoints between which the operator can "™ mand an autonomously controlled
straight line trajectory when deemed safe.

Figure Sillustrates the above concepts, and shows their application to an actualtime-delay telerobotic servicing operation [ 14). At
present we assume a priori Known object geometries; wehave begunto explore approaches to incremental interactive object mod-
cling (¢-g., aswill be importantin handling less-strLlcturccl contingency tasks with unexpected events),



4.  PRELIMINARY EXPERIMENTS AND FUTURE DEVELOPMENT
4,1 Proof of Concept

To date, we have performed some simple task sequences o verify the INC interfuce operations, and its communication/command/
control integration with the “remote site” of the TROPICS Lab. The work we have done is based on a ground lab simulation of
space servicing, modeled after NASA’s Solar Maximum EVA Satellite Repair (SMSR) Mission. This mission, performed on shuttle
flight STS-13 in 1984, recovered, repaired, and redeployed a space observational instrument which required changeout of a faited
AAS (attitude-articulation system) and vpgrade of a MEB module (main electronics box). The VA repair work was performed by
two fully suited astronauts working in-and-from the shuttle payload bay over a physically and mentally taxing period of several
hours; the task required mission pre-operational training and preparations ol almost a year. The SMSR task sequence is rich in
requirements and technical challenges for robotic implementation, as we have reported in carlier work [16]): thermal blanket
removal, hinge attachment for electrical pancl support, opening of the punel, removal of clectrical connectors, re-aligning of cable
bundies, panel replacement, securing of parts and cables, re-plugging of clectrical connectors, closing the panel, and thermal blan-
ket reinstatement. We have developed within our lab a realistic replica of the SMS service bay, including a flight replica equivalent
of the MEDB pancel access, wherein an operator must cut Kapton tape, remaove thermal foil, open the panel access door, etc., to initiate
the actual repair/upgrade procedures. As regards preliminary testing of the IVC interlace, we have performed various operator-
interactive proximity robot operations about the SMS panel access door, servicing tool caddy, and other spaceeraft features, verify-
ing such functions as automated view tracking of robot effector, focus-to-grip, task-object-focus, ete. These operations verified
proper knowledge-base driven allocation of the camera views, 1eal-time coordination of viewing with high-fidelity 3-1J solid shaded
task simulation for all modeled cameras (rear, side, overhead), simple task focus-of-attention, casy access to all relevant system
command/control functions, and a well-integrated video-graphics presentation. The general command-and-control procedures of
related task manipulation, as depicted in the IVC operator interface display of Figure 6, are currently semi-autonomous -- the oper-
ator designates appropriate start-finish target frames and primitives that can be executed under simply trajectory control and or
guarded contact compliance. More generally, we will extend these procedures to casually structured high dexterity time-delay tele-
operation [12] or teleprogramming [8, 11, and 15]. Integration of the IVC interface with such computer- assisted manual controls js
yet to be done, and offers extremely rich possibilities for flexible, efficient remote robotic operations.

4.2 Summary and Future Directions

We have designed, developed and demonstrated an architecture for Intelligent Viewing Control JVC), with emphasis on reducing
operator workload in telerobotic manipulation; the IVC design should hive broader applicability to remote surveillance, telescience
observation, automated manufacturing workeells, ete. Some key points of this development, and status to date are:

» fullaccess to all devices and al highand low-level system functions iSprovided within the IVC operator interface, thereby
enabling smooth and continuous human intervention as desired or necessary

* intelligentassistance can be enabled, disabled, or restricted to assign specific devices to direct operator control, and this capa-
bility also supports comparative performance analysis

*  multi-action viewing tasks have not yet been implemented, wherein it is desirable to conteXtyally link viewing constraints from
consecutive steps to reduce the number of perceptually disorienting changes in camera selection and motion

«  fixture models, asusedinthe above-noted beh:lvio;-based robot control, have provenuseful for determining where to place pri-
mary attention cm robot POSitioning -- future enhanced fixture models should IN¢lude viewing-specific information, such as con-
straints on associated viewing direction as arise from geometric obstruction, o1thogonalized viewing presentation, etc.

*  experiments With 1VC to date to date have involved only free.-spacc and proximity motions, and anext design objective is to
consider space-operations-related contact tasks (including integration of 1VC with the complementary Intelligent Motion Con-
trol concept for locally situated behaviors).
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DST Architecture for Intelligent Viewing Control
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Operations Architecture for Distributed Space Telerobotics: (lop) A uscr interface and task control hub at the local
site command and coordinate knowledge among local and remote devices in the distributed system (ETI. refers to
communication link with MITI-Electrotechnical Laboratory as patt of an ongoing NASA-MITI collaboration. (bot-
tom) JPL TROPICS Lab computer-controllable camera gontries (overhead, side, and back wall)
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User Interface for Intelligent Viewing Control: the screen includes menu and command interfaces which provide

access 1o all system capabilities, ranging from high-level task directives to low-level device commands. Synthesized
graphics images correspond to available remote camera views. Live video of the preferred view is captured and pre-
sented to the operator.




Figure 3.
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JPL Telerobotic Operations and Intelligent Controls (1ROPICS) Laboratory: an end-to-end system for telemanip-
ulation, including a variety of operator interfaces at the local site, a dual arm manipulation system with 5 different
cameras at the remote site, and the required connectivity to exercise the system in various operational modes, from
pure telcoperation to time delay semi-agtonomous relerebotic control. Shown here performing one step of simulated
Solar Maximum Satellite repair (in such conventional practice, without benetit of the Tntelligent Viewing Control sys-
tem, a second operator is dedicated solely to manual control of the three cameras in the remote site workeell).
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Figurc 4. JPL Telerobotic Operations and Intelligent Controls (TROPICS) Laboratory Implementation Architecture
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Figure 5. 3-D Calibrated Graphics and Real-Time Video Overlay:  (top) selecting points for use in computer-based 3-1
. B I
matching of graphics viewing perspective to the remote site camera views: (hottom) having established the calibra-
tion, the operator uses graphics-on-video overlay for predictive control of the robot under telcoperation time delay.
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Intelligent Viewing Control (1VC): IVC enables knowledge-based planning of the camera views, high-fidelity 3-D
solid shaded view synthesis for alt modeled cameras (rear, side, overhead), task focus-of-attention and integrated pre-
sentation of a video-graphic view most appropriate to, and time-synchrouized with, cach step of a task. In our IVC
experiments 1o date (example shown here: simulated proximity operations 1o satellite), munipulation has been semi-
autonomous, and well-structured -- the operator designates appropriate start-finish target frames and primitives which
are executed under simply trajectory control and/or guarded contact compliance.



